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ABSTRACT
We present a qualitative study that investigates the implications
of current and near-future AI deployment for home care work-
ers (HCWs), an overlooked group of frontline healthcare workers.
Through interviews with 22 HCWs, care agency staff, and worker
advocates, we find that HCWs do not understand how AI works,
how their data can be used, or why AI systems might retain their
information. HCWs are unaware that AI is already being utilized
in their work, primarily via algorithmic shift-matching systems
adopted by agencies. Participants detail the risks AI poses in sen-
sitive care settings for HCWs, patients, and agencies, including
threats to workers’ autonomy and livelihoods, and express con-
cerns that workers will be held accountable for AI mistakes, with
the burden of proving AI’s decisions incorrect falling on them. Con-
sidering these risks, participants advocate for new regulations and
democratic governance structures that protect workers and control
AI deployment in home care work.
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1 INTRODUCTION
Artificial Intelligence (AI) systems are rapidly transforming the
lives of frontline workers in a wide range of domains, with AI of-
ten marketed as being capable of making smarter, more efficient,
and more objective decisions compared to humans [51, 60]. Our
research is situated in the complex and sensitive domain of home
health care work, where there is significant interest in AI’s potential
to improve efficiency and reduce costs, possibly helping to amelio-
rate the current caregiving crises in many countries, including the
United States (U.S.) [6, 66], Japan [58], the United Kingdom [36],
and China [118]. These crises are caused by aging populations,
with a growing number of older adults requiring assistance from
a limited pool of paid, professional home care workers (HCWs) to
support their health needs and enable them to age in their own
homes [81, 110]. In the U.S., where our work is situated, the rising
demand for home care services makes HCWs one of the fastest-
growing sectors of the workforce, providing care for approximately
48 million Americans [84, 111].

Despite their crucial role in healthcare, research has shown that
HCWs—mostly women from racial and ethnic minorities [84]—
face low wages [57, 101], are undervalued by the healthcare sys-
tem [55, 116], receive insufficient training and recognition [112],
and often work in isolation [92, 114]. Compounding these issues,
workplace technologies tend to focus on monitoring HCWs’ labor
for compliance (e.g., via GPS-enforced visit verification) and often
reduce their autonomy over their work and personal data [70, 87].

Amidst these challenges, emerging AI technologies are poised to
revolutionize the home health care ecosystem [66], promising sub-
stantial gains in efficiency and cost savings through automation in
staffing and retention, scheduling and coordination, compliance, pa-
tient health prediction, worker performance tracking, andmore [24].
The integration of these technologies into home care work systems
will undoubtedly have implications and consequences—intended
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and unintended—that impact the livelihood and wellbeing of HCWs
and their patients. Although current trends indicate that HCWs’
work will increasingly be assigned, monitored, and evaluated using
AI, there is limited understanding of HCWs’ and other stakehold-
ers’ knowledge of AI, its current use in their work, the potential
benefits and risks, and their preferences regarding data collection,
governance, and accountability.

To better understand the implications of current and near-future
AI deployment in home care work, we conducted a qualitative
study involving semi-structured interviews with 22 participants,
including HCWs, care agency staff, and worker advocates. Our find-
ings make three key contributions. First, we show that AI tools
are already being used in home care, providing efficiency gains for
agencies, but these systems may compromise human care work by
failing to account for important factors like empathy, personality,
and compassion. Second, we identify challenges to equitable AI
deployment in home care. Participants were concerned about fair-
ness and discrimination due to HCWs’ intersecting identities, the
potential for AI to increase invisible labor and isolation, and the risk
of exacerbating existing power imbalances. Third, we surface stake-
holders’ desires for new structures that enable human-centered,
democratic governance of AI and discuss the need for standardized
guidelines around AI use in home care.

Our research makes progress towards addressing a significant
gap in current AI discussions by centering the perspectives of low-
wage, frontline workers, whose voices are seldom heard in con-
versations about AI’s impact on their professions. Our findings
may thus help shape how organizations oversee and manage AI
deployment in other low-wage work settings beyond home care.

2 BACKGROUND AND RELATEDWORK
2.1 AI and Low-wage Workers
As AI pervades the systems and processes governing work across
various domains, it is essential to understand its risks and bene-
fits for workers, especially low-wage frontline workers who are
expected to integrate AI tools into their jobs. Although workers in
some domains are understandably concerned about AI replacing
their jobs [20, 106], there are many contexts—such as home care—
where workers are unlikely to be fully replaced by AI. However,
human jobs will undoubtedly be assigned, optimized, monitored,
and evaluated via AI [31, 76], and workers will be required to learn
and operate AI-driven tools [37, 56, 121].

A small number of studies have explored frontline workers’
experiences with AI in high-stakes settings. Kuo et al. [71] examined
frontline workers’ concerns about using an algorithmic decision
support tool for allocating scarce resources to unhoused people,
finding that even without AI knowledge, workers could provide
critical feedback on AI design and deployment. Kawakami et al. [65]
investigated frontline workers’ practices using AI-based decision
support tools in child welfare, showing how workers’ use of these
tools was impacted by organizational pressures and incentives.
Okolo et al. [90, 91] examined frontline workers’ perceptions of AI-
enabled health applications in India, highlighting the potential for
overreliance on AI. To mitigate these challenges, Solano-Kamaiko
et al. [109] proposed interactive, explainable tools that enabled
frontline workers to improve their understanding of AI.

Collectively, these studies highlight the growing need to better
understand frontline workers’ knowledge of AI, their requirements
for AI literacy and training [27, 62], how they can be empowered to
contest AI decisions [61, 80], and how they can actively participate
in developing work practices that effectively combine human and
AI capabilities [59]. It is also important to understand how orga-
nizations make decisions to adopt AI tools that impact workers.
Kawakami et al. [63] suggest that power relations between stake-
holder groups (e.g., workers versus agency leaders) influence the
practices of decision-makers who shape workers’ AI experiences.

To this literature, we contribute a study examining AI deploy-
ment in home health care work in the U.S.—a high-stakes but un-
derstudied domain impacting millions of people [118]. Specifically,
we analyze how AI may impact HCWs, a marginalized group of
low-wage workers who have less power than other stakeholders in
the ecosystem [12, 73].

2.2 AI in Institutional Care Facilities
Our work focuses on home-based care work, which provides es-
sential support to older adults, enabling them to age in their own
homes. While home-based care differs from institutional care set-
tings (e.g., residential care), there is value in drawing insights from
prior research in other long-term care environments.

A growing body of work examines the potential roles of AI
technologies in institutional care facilities, such as nursing homes
and residential care homes. Much of this research investigates the
design of robots to assist with day-to-day care tasks [25, 26, 35,
98, 99, 119, 122, 124]. For example, Carros et al. [25] examined the
perceptions of older adults, care workers, and managers regarding
the use of a humanoid robot to support physical activity and cogni-
tive training for older adults in a residential care facility, and how
this robotic system might assist institutional care workers with
daily tasks [26]. Findings from these studies suggest that, while
humanoid robots in formal care facilities can help patients, they still
require human moderation and have a limited impact on reducing
caregiver workload [25, 26].

Beyond day-to-day care tasks, research has examined how AI-
powered tools in long-term care facilities may burden care work-
ers by subjecting them to large amounts of “data work”, which
is required to make these systems operable [118]. This includes
manually producing, inputting, editing, and updating data, as well
as contextualizing, communicating, and sharing data among stake-
holders. Unfortunately, much of this work remains “invisible, un-
dervalued, unpaid, and unacknowledged by healthcare companies
and managers” [118].

In addition to burdening workers, research has also highlighted
how AI-driven technologies might impact care facility residents.
For example, Neves et al. [85] conducted interviews with staff,
advocates, and AI developers to investigate how stakeholders’ bi-
ases (e.g., ageism) might manifest in AI systems. Their findings
suggest that, despite participants’ best intentions, they exhibited
bias against older adults’ perceived inability or lack of interest in
emerging technologies.

Our study extends this literature by examining the current and
potential roles of AI in a distinct and understudied care context:
home-based care. Unlike institutional care facilities or residential
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care homes, the goal of home-based care is to support older adults
in aging in place—in their own homes. As such, the workforce at the
heart of our study—HCWs—operate in a fundamentally different
work environment from those in long-term care facilities.

HCWs are a highly distributed workforce, often working alone
in patients’ homes, isolated from their peers and supervisors [92,
112, 114]. This isolation means they are generally disconnected
from the larger patient care team, working with limited oversight,
support, and few opportunities for mentorship or training. More-
over, working in patients’ homes constitutes an intensely intimate
work environment, in which HCWs often have little control and
less power than the patients they serve, their patients’ families,
clinicians, or other stakeholders. These factors may exacerbate con-
cerns around AI ethics, fairness, trust, safety, and other critical
issues, underscoring the urgency of examining the implications of
AI deployment in this sensitive work environment.

2.3 AI in Home-Based Care
Beyond institutional care facilities, researchers have begun explor-
ing whether AI systems could assist older adults as they age-in-
place, either autonomously (i.e., absent caregivers) [19, 34, 46] or
with the support of family caregivers [29, 126]. For example, Chang
et al. [29] investigated older adults’ willingness to adopt AI agents
that autonomously perform care tasks (e.g., monitoring health,
providing reminders, etc.) and communicate with other systems
or people. The study also explored how these agents might evolve
over time, shifting from supporting the older adult to assisting fam-
ily caregivers as cognitive health declines. Participants responded
positively to the idea of such agents, particularly if they could help
reduce the burden on family caregivers.

Closest to our work, two studies explored the potential for AI-
driven technologies to assist paid formal HCWs. Bartle et al. [11]
examined the potential for commercially-available voice assistants
(e.g., Amazon Alexa) to support HCWs’ jobs in patients’ homes
by assisting with a variety of tasks including step-by-step medical
assistance, task reminders, and more [11]. Their findings highlight
the challenges of centering HCWs as primary users of these tech-
nologies, since they are deployed in patients’ homes. A follow-up
study then explored whether tailoring the physical appearance of
the voice assistant device could improve its acceptability as a work
tool for HCWs [10]. Although a promising approach, the study’s
findings highlighted concerns about HCWs’ lack of power and the
potential for in-home technologies to be used to surveil both work-
ers and patients. These findings suggest that emerging AI solutions
in home care may have unintended negative consequences that
harm HCWs’ and patients’ safety, privacy, and autonomy.

Our research offers a broader perspective. Instead of focusing on
a specific AI-driven device (e.g., a voice assistant) or only on day-to-
day care tasks, we examine the landscape of current and near-future
AI deployment across home care work contexts. This includes ex-
ploring the often conflicting perspectives and experiences of HCWs
working in patients’ homes, agency staff involved in operational
and administrative functions, and worker advocates lobbying for
improved working conditions and workforce recognition.

Beyond day-to-day care in patients’ homes, there is growing
interest in how AI might transform home care agency operations

and logistics, leading to improved efficiency and cost savings. For
example, algorithms have been proposed to match patients’ home
care needs with available services [28, 45, 79, 102]. Commercial
tools are also actively marketed to home care agencies. For example,
ShiftMatch.AI [23], developed by CareConnect [22], is promoted as
an AI-powered shift management solution that automates aspects
of HCW training and compliance, patient–HCW matching, shift
scheduling and coordination, and more.

However, there is limited knowledge about HCWs’ or other
stakeholders’ understanding of AI, the decision-making processes
agencies use for purchasing and adopting these tools, and the gover-
nance and data management practices envisioned by stakeholders.
Additionally, there is uncertainty about contestability and account-
ability mechanisms, and how to prevent AI tools from reinforcing
the systematic deprioritization of HCWs’ needs and perspectives,
which could harm HCWs and patients. Our paper takes an im-
portant step toward answering these questions by analyzing the
perspectives of HCWs, agency staff, and worker advocates regard-
ing AI in these sensitive contexts. We explore potential benefits and
risks of AI use and highlight areas where new oversight structures
may be required to protect HCWs, patients, and other stakeholders.

2.4 Research Context: Home Health Care Work
We now provide essential background on the home care work con-
text within which our research is situated. HCWs (including per-
sonal care aides, home health aides, and certified nursing assistants)
are formal, paid caregivers who work long hours providing at-home
care for patients with serious illnesses such as heart disease, de-
mentia, Alzheimer’s disease, and more. Their work is situated in
patients’ homes, where HCWs often assist with personal care and
activities of daily living (e.g., dressing, bathing, cooking, etc.),
medically-oriented care (e.g., monitoring medication, vital signs,
fluid intake, etc.), out-of-home logistics (e.g., doctor visits, shop-
ping, etc.), and other responsibilities [100]. The work is challenging
and unpredictable, requiring a complex mix of physical and emo-
tional labor as HCWs respond to patients’ changing moods, needs,
and emergency situations [116].

In our context, HCWs are employed by home care agencies, who
largely receive funding from public institutions (i.e., Medicare
and Medicaid) [47]. These agencies are responsible for conducting
background checks and ensuring HCWs have completed required
training. Eligible HCWs are then assigned to work shifts, via a
complex matching process that, in theory, should optimally balance
the HCW’s availability, qualifications, geographic location, etc.,
with the patient’s needs and location [50], while also prioritizing
long-term continuity of care (i.e., matching the same HCW with
the same patient) [8, 113]. On the job, HCWs report to an agency
coordinator, whomanages their daily work, and a supervising nurse
who periodically (e.g., every few months) visits patients’ homes to
triage symptoms and provide medically-oriented care [115].

Although demand for HCWs is growing and patients increas-
ingly rely on their services, research has shown that HCWs are an
overlooked and undervalued segment of the healthcare workforce
who face numerous challenges [55, 116]. HCWs, who are predom-
inantly women from racial and ethnic minorities [84], are paid
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low wages [57, 101], do not receive sufficient training or recogni-
tion [112], and operate day-to-day in isolation [92, 114], without
the ability to observe and learn from peers or be mentored by su-
pervisors. As a result, this workforce suffers from high levels of
stress, burnout, on-the-job injuries, and high job turnover rates [30,
40, 52, 77], made worse during the COVID-19 pandemic [92, 117].
Moreover, HCWs’ current workplace technologies are hard to use
and largely revolve around monitoring HCWs’ labor for compliance
(e.g., via GPS-enforced visit verification) [70, 88], reducing HCWs’
autonomy over their work and data [70, 87].

HCI scholarship has begun to examine how technology could im-
prove the complex landscape of paid home health care work. Recog-
nizing the challenges faced by HCWs, Tseng et al. [120] used design
provocations to explore whether technology might improve equity
for workers. They found that designing for equity requires paying
attention to structural problems, such as HCWs’ lack of power, in
addition to their stated needs. In another line of work, Poon et
al. investigated the peer support needs of isolated HCWs [94] and
designed computer-mediated peer support programs [95], delivered
by peer coaches [93], which encouraged HCWs to collectively re-
flect on their experiences and build shared identity with their peers.
We extend this work by examining how emerging AI technologies
might improve equity for HCWs and/or exacerbate their burdens.

3 METHODS
We conducted a qualitative study, consisting of semi-structured
interviews with 22 HCWs, agency staff, and worker advocates. The
interviews took place between June and August 2024. All study
methods were IRB-approved.

3.1 Recruitment and Participants
To recruit HCWs, we partnered with a labor-management division
of a large health care union in the U.S., whose goal is to deliver
training programs that provide HCWs with skill-building and pro-
fessional development opportunities. We posted flyers at our part-
ner’s offices that encouraged participants to contact our team. A
staff member also reached out to HCWs who were engaged in other
training programs and offered them the opportunity to participate.
Participants needed to be employed as HCWs, speak English, and
be 18 years or older; prior knowledge of AI was not required.

To recruit agency staff and worker advocates, we sent emails
advertising the study to a range of home care agencies and worker
advocacy organizations. Interested participants were encouraged to
respond to our email and schedule an interview time. We also used
snowball sampling, asking participants to connect us with other
relevant staff at their agency/organization who might be interested
in our study. Participants needed to be currently engaged in the
home care ecosystem, speak English, and be 18 years or older; again,
prior knowledge of AI was not required.

We recruited 22 participants (see Table 1): 11 HCWs, eight agency
staff from three agencies, and three worker advocates, all from
different organizations, whose jobs involve advocating for improved
working conditions and recognition for the home care workforce.
Participants ranged in age from 29 to 68 years and had an average
of 12.3 years of experience in home care.

3.2 Interview procedure
Our interviews used a common interview script for all participant
groups, with minor wording differences in questions to accommo-
date participants’ varying roles. Interviews lasted 60 minutes, were
semi-structured, and were conducted over Zoom, which enabled
us to accommodate participants’ varied work schedules and geo-
graphic locations. Prior to the interview, participants were sent a
consent form to read and sign. The interview session then began
with an overview of the study’s goals, after which we reviewed the
consent form, answered any questions, and confirmed participants’
consent. We explained that the study was voluntary and that par-
ticipants could refuse to answer questions or stop the interview
at any time without forfeiting compensation. We also reassured
participants that they did not need prior knowledge of AI.

The rest of the interview proceeded in three parts (see Appendix
A). First, we sought an understanding of participants’ occupational
backgrounds and prior experiences working in home care. We also
asked them to explain their current understanding of AI. Second,
we used two fictional vignettes (discussed below) to explore partici-
pants’ perceptions of the potential benefits and risks posed by AI in
home care work, their thoughts on data collection and usage by AI
systems, and their opinions on trust and safety. Third, we engaged
participants in a general discussion about current and potential is-
sues related to AI use in home care, including handling of AI system
mistakes, resolution of conflicts between AI and human workers,
and governance, regulation, and control of AI tools. Interviews
were audio-recorded with participants’ consent. All participants
were given a $25 USD gift card as a token of appreciation.

Vignettes. One challenge in conducting our multi-stakeholder
study was ensuring that discussions with different stakeholder
groups, who possess varied backgrounds and experiences, were
based on a realistic understanding of how AI tools might be de-
ployed in home care work. To achieve this, we grounded our in-
terviews in real examples of AI tools currently marketed for home
care contexts [23, 107]. We created two fictional vignettes, each
consisting of a short story that suggested possible scenarios for AI
tools in home care (Table 2). We carefully worded our vignettes
to encourage balanced discussions on the potential benefits, risks,
challenges, and tensions associated with AI use.

The vignettes depict AI systems deployed at various points
within the home care ecosystem. The first vignette is based on
a tool that claims to offer “transformational value for agencies”
through AI-powered shift management. In this scenario, an admin-
istrator uses the tool to streamline agency operations, including
matching HCWs with patients. The second vignette is based on a
tool marketed as an “always-on virtual care assessment through
100% audio technology . . . requiring no human engagement”. In
this vignette, AI is used in the patient’s home, where microphones
placed throughout the house monitor patient-caregiver interac-
tions and make predictions. All participants were presented with
both vignettes. After each vignette, we asked questions to elicit
participants’ perceptions.
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Table 1: Demographic details of study participants (n=22). In the column on AI knowledge, No Knowledge means participants
have no understanding or awareness of the basic principles of AI; they cannot identify AI-driven technologies. Low Knowledge
means participants have a basic awareness of AI technologies but limited encounters and understanding of how AI works or
is applied. They recognize popular examples such as Google Maps, ChatGPT, or Amazon Alexa.Moderate Knowledge means
participants understand key concepts of AI technologies and are able to identify the applications of AI deployments. They
understand that AI uses data for training to improve its accuracy.

Workers

ID Role Age Gender Education Experience (years) Knowledge of AI Tech Usage
W1 HCW 68 Female Some College 16 Low Knowledge Phone
W2 HCW 57 Female Master’s Degree 7 No Knowledge Phone
W3 HCW 50 Female Some College 7 Low Knowledge Phone
W4 HCW 33 Female High School Diploma 7 Low Knowledge Phone
W5 HCW 42 Female Associate’s Degree 11 Low Knowledge Phone
W6 HCW 39 Female Bachelor’s Degree 7 Low Knowledge Phone
W7 HCW 64 Female Associate’s Degree 34 Low Knowledge Phone
W8 HCW 29 Female Bachelor’s Degree 4 Low Knowledge Phone
W9 HCW 29 Male Some College 4 Low Knowledge Phone
W10 HCW 52 Female Master’s Degree 5 Low Knowledge None
W11 HCW 49 Female Some College 12 Low Knowledge Phone

Agencies

ID Role Age Gender Education Experience (years) Knowledge of AI Tech Usage
A1 Client Services Manager 42 Male Bachelor’s Degree 7 Low Knowledge Phone, Computer
A2 Senior Vice President 55 Male Master’s Degree 30 Moderate Knowledge Phone, Computer
A3 Vice President 45 Female Master’s Degree 20 Moderate Knowledge Phone, Computer
A4 Director 44 Male Bachelor’s Degree 16 Moderate Knowledge Phone, Computer
A5 Director 50 Female Master’s Degree 9 Moderate Knowledge Phone, Computer
A6 Vice President 37 Male Bachelor’s Degree 6 Moderate Knowledge Phone, Computer
A7 Nurse Manager 66 Female Bachelor’s Degree 14 Low Knowledge Phone, Computer
A8 Compliance Officer 40 Male Bachelor’s Degree 16 Moderate Knowledge Computer

Worker advocates

ID Role Age Gender Education Experience (years) Knowledge of AI Tech Usage
V1 Executive Director 61 Female Some College 30 Moderate Knowledge Phone, Computer, iPad
V2 Coordinator 36 Female Professional Doctorate 3 Moderate Knowledge Phone, Computer, iPad
V3 Lead Organizer 36 Female Master’s Degree 5 Moderate Knowledge Phone, Computer

3.3 Data Analysis
Our data consisted of 18 hours of audio-recorded data and interview
notes. Recordings were transcribed using NoScribe [43], an open-
source, locally-run, AI-based tool. After transcription, we cleaned
each transcript by listening to the recording, correcting errors, and
redacting potentially identifying information (e.g., names).

After preparing the data, we followed Kuckartz’s [69] three-
stage process for qualitative data analysis. Our process involved (1)
structural coding of high-level topics; (2) inductive generation of
sub-codes within these categories; and (3) thematic analysis within
and across categories. Structural coding is a first round qualitative
coding method where data is coded deductively based on known
research questions or topics [39]. In our case, the interviews were
organized around a set of five key areas that our interviews sought
to explore, including (1) knowledge of AI, (2) data collection, us-
age, and retention, (3) trust and safety, (4) accountability, and (5)
governance. Our structural coding involved multiple passes over
our data in which we tagged pieces of text using codes that corre-
sponded to these topics. Then, we inductively analyzed the data

within each topic, employing open coding to develop a compre-
hensive understanding of the data and sub-codes making up each
topic. This resulted in a total of 34 sub-codes (e.g., prior experience
using AI, willing to share data, trust human opinion over AI). After
generating sub-codes, we used Braun & Clarke’s thematic analy-
sis [18] to cluster related codes into salient themes across our five
key topic areas (see Table 3). Throughout our analysis, we used a
collaborative qualitative approach [103] to ensure consistency in
the coding through researcher agreement.

3.4 Positionality
We acknowledge that our research is influenced by our own experi-
ences, identities, and motivations [41, 78, 105]. Our team consists of
multidisciplinary researchers from a U.S. academic institution, in-
cluding four women and three men with backgrounds in computer
and information science, labor relations, health, and medicine. We
are all currently based in the U.S., but possess diverse and multi-
cultural identities, including Latinx, Asian, and white researchers.
Our motivation for conducting this study is to contribute knowl-
edge and insights that might minimize the risks of AI for HCWs
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Table 2: Fictional vignettes we created based on real examples of AI tools [23, 107] marketed for home care contexts.

Vignette 1
Imagine Suzie is a home care agency administrator. Her job is to match and manage multiple home care workers and
patients. Her agency recently decided to use an AI tool called PairMe to help her match home care workers with patients.
PairMe looks at a lot of information about the agency’s business goals, home care workers, and patients. Using all this
information PairMe makes a prediction. PairMe suggests Suzie pair Mary, a home care worker employed by the agency,
with a patient in Upper Manhattan who was previously working with a different care worker.

Vignette 2
John has recently been diagnosed with Alzheimer’s Disease. He needs support throughout the day, yet often resists care,
expressing anger and frustration with his caregiver Maria. John also often does not recognize Maria. The home care
agency that Maria works for recently started using an AI tool called HearMe to better understand what is happening in
patients’ homes. HearMe uses audio speakers and microphones like Amazon Alexa and mobile phones to record audio in
a patient’s home. HearMe analyzes the audio to detect information like signs of distress, conflict, happiness, or other
important information. In this case, HearMe alerted the agency staff that John is having intense interactions with Maria
around the time she arrives every morning. HearMe also detects that John typically resists care during the morning
but later in the afternoon, he tends to have more positive interactions with Maria. Based on this information, HearMe
suggests shifting more challenging care activities to the afternoon when John tends to be less resistant. It also suggests
that the agency give Maria extra training.

and ensure the equitable distribution of benefits to this marginal-
ized workforce. Our team possesses years of experience conducting
community-engaged research with HCWs. However, none of us
have lived experience as a HCW and our positioning as researchers
interested in AI may have influenced participants’ responses.

4 FINDINGS
Table 3 provides a high-level summary of our findings, organized
around five key topic areas chosen to explore different facets of AI
deployment, with each topic further structured around themes that
emerged during thematic analysis. First, we explore participants’
knowledge of AI and how it is currently deployed in home care
(Section 4.1). We then examine participants’ perceptions around
how AI systems might collect, use, and retain home care data (Sec-
tion 4.2). Next, we discuss how participants trust AI to make fair
and objective decisions, despite being aware of risks AI systems
may pose for HCWs, patients, and agencies (Section 4.3). We then
unpack considerations around who may be held accountable for
AI-driven decisions, mistakes, and the responsible usage of these
tools (Section 4.4), before discussing participants’ desires for new
policies and governance structures to regulate AI deployment in
these sensitive contexts (Section 4.5).

4.1 Knowledge of AI and its use in home care
As a starting point, we sought to understand participants’ current
knowledge of AI and its use in their work. Key themes that emerged
from this exploration include: (1) HCWs have limited knowledge of
AI and were unaware that AI is already used in their work; (2) AI
tools are already deployed and providing efficiency gains for home
care agencies; and (3) the use of AI may lead to agencies prioritizing
efficiency at the cost of human care.

HCWs have limited knowledge of AI and were unaware that
AI is already used in their work. We found that HCWs possessed
little knowledge of AI. For example, when asked what AI was, W8

said, “It’s a computer program, I guess.” W5 elaborated, “I don’t
really know much, but I know it’s like a computer based something.
It’s the big information from surroundings and put it together to make
a meaning to something.” Four HCWs mentioned using AI tools
outside of their work, including for education; W11 said, “I’ve tried
ChatGPT to do my homework."

For their part, agency staff and worker advocates had a greater
understanding of AI compared to HCWs, often mentioning LLM-
based tools they read about online:

“AI is when a computer is trying to answer a question or
complete a task in a way that a human brain might...I
guess my mind goes straight to, like . . .OpenAI and
ChatGPT and Microsoft Copilot . . . I guess any, like, text
prediction thing.” (V2)

Worryingly, when we probed HCWs’ knowledge of AI tools cur-
rently deployed in home care, we found that HCWs were generally
unaware that AI tools were already deployed in home care work.
Instead, they did not know whether the applications they used for
work incorporated AI or if any aspects of their work were already
being optimized by AI. Only one HCWmentioned that their agency
was already using AI for shift matching.

AI tools are already providing efficiency gains for home care
agencies. By contrast, agency participants were generally able to
explain how AI was already being used by their agency. The most
common use was the same as our first vignette, shift matching: “So
we’re basically using a tool like this already . . .We have a tool that
matches the workers and the shifts. It does definitely help” (A6). At
least six agency participants worked for agencies that were already
using AI-driven shift matching tools and perceived these tools as
providing greater operational efficiency, making shift supervisors’
work easier. They discussed how supervisors initially resisted the
technology, but have come to embrace it:

“All of our staff who use it, love it. And if there’s some-
thing wrong with it, they all go crazy and say, ‘it’s not
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Table 3: Summary of the main findings and themes from our analysis.

Topic Themes

4.1 Knowledge of AI and its use in
home care work

HCWs have limited knowledge of AI and were unaware that AI is already used in
their work.
AI tools are already providing efficiency gains for home care agencies.
Using AI risks prioritizing efficiency at the cost of human care.

4.2 Perceptions around data collection,
usage, and retention

HCWs do not understand why AI systems would collect or retain their information.
Agency participants are not aware of current data collection or sharing agreements.
Maintaining data accuracy and freshness will be costly and require substantial human
labor.

4.3 Opinions on AI trust and safety

AI is perceived to be objective and may provide insights beyond what is perceptible
by humans.
HCWs do not want to know details of how AI works, but want assurances it is
operating fairly.
AI might exacerbate existing inequities and create invisible work for HCWs.
AI may pose new risks for patients and agencies.

4.4 Accountability for AI’s decisions
and mistakes

Mistakes made by AI systems could have negative repercussions for HCWs.
Agencies will be held responsible but have limited capacity to manage AI.
Clinicians and technology companies may have a role in AI accountability.

4.5 Desires for governance and
regulation of AI in home care work

Participants want standardized guidance and regulation of AI in home care work.
Participants want democratic governance approaches that involve all stakeholders.

working. We need it back. We need it to work.’ . . .when
we first started using it, there was a lot of skepticism
but now they’ve all gotten used to it, they’re all like, ‘I
can’t do without it.”’ (A4)

In addition to shift matching, agency participants mentioned
that their organizations used AI for several other purposes, includ-
ing predictive analytics—such as identifying patients at high risk
for certain problems to help guide subsequent interventions. For
the most part, agency participants suggested that AI was most ap-
propriate for processes such as “visit verification and clerical and
administrative functions” (A2).

Beyond operational and administrative functions, participants
were not aware of AI tools currently deployed in patients’ homes.
That said, V3 stated that they had heard of an AI-enabled tool
designed to support patients in the home: “it’s a stuffed animal used
as comfort companion, that you can talk to . . . it will learn things
about you and you can have conversations with them.” Despite this
observation, none of the participants we spoke to knew of any AI
tools deployed for direct use by HCWs (such as in Vignette 2) and
were skeptical of using AI in these sensitive environments.

Using AI risks prioritizing efficiency at the cost of human
care. Although agency participants generally agreed that using AI
for tasks like shift matching was efficient and saved their agencies
time and money, they also expressed concerns around its use. A2
explained that it worked well as long as HCWs “fit” into what the
tool expected: “it has its limitations. It doesn’t capture the whole

universe. It captures people that fit squarely into whatever parame-
ters you’ve set.” HCW participants elaborated, describing how their
patient or shift matches seemed to prioritize minimum geographic
distance between HCWs’ and patients’ homes, without accounting
for, for example, ease of access to public transit or HCWs who com-
mute from locations other than their home (e.g., another patient or
their child’s school). Beyond these pragmatic limitations, agency
participants were also wary of how AI deployment may exacerbate
existing systemic problems prevalent in home care work. For ex-
ample, A2 explained how AI might result in less contact between
HCWs and agencies, further isolating this already highly distributed
and isolated workforce [112]:

“We already don’t supervise [HCWs] nearly as much
as you would normally supervise a person who does
this kind of work. And it’s not because we don’t want
to, it’s because we don’t have to. The state has very
minimal requirements around supervision . . . it’s a bad
system already . . . and while these [AI] solutions are
great and they’re meaningful and their intent is great,
it’s just another way for [HCWs] to become less and less
attached and engaged with the agency.” (A2)

Participants also worried that current AI tools, for example for
shift matching, do not take important factors like empathy, person-
ality, compassion, and intelligence into account when matching
HCWs with patients:
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“It’s sometimes being a little discriminatory against
somebody . . . you end up not matching a perfectly capa-
ble HCW with a [patient] that might benefit. [The AI]
has basic things. Oh, she uses a Hoyer lift. She knows
how to do CPR, things like that. But you’re . . .missing
the person and the intelligence and the compassion.
These HCWs have such compassion, and they would
encourage a severely overweight person, because they
might have had something in their life that leads them
into home care like that.” (A7)

In light of these concerns, participants felt strongly that humans
should remain involved in work processes, because “this is a very
human industry, we’re caring for people” (A1). A6 elaborated, “you
cannot take the human element out completely, because there are
subtleties . . . you need certain elements of emotional intelligence, and
that’s something I don’t think AI has developed.”

4.2 Perceptions around data collection, usage,
and retention

Next, we investigated participants’ opinions around howAI systems
deployed in home care might collect, use, and retain information.
Key themes from our analysis suggest that: (1) HCWs do not un-
derstand why AI systems would collect or retain their information;
(2) agency staff were more aware that data is needed to train AI
models, but were not aware of any existing data collection or shar-
ing agreements; and (3) participants perceived that maintaining
data accuracy and freshness will be a costly endeavor that requires
substantial human labor.

HCWs do not understand why AI systems would collect or
retain their information. In line with their limited knowledge
of AI, we found that HCWs did not understand the concept that
AI systems would need to collect large amounts of data to train AI
models. As such, HCWs struggled to grasp how the input of data
into an AI tool is critical for improving its accuracy. For example,
when we asked HCWs how they would feel about sharing their data
to improve the AI system, W6 responded, “Those are my personal
information. So I just feel that the information should be for only me.
So why would they want to use it? What do they want to use it for?”

Further, when we asked about data retention, we discovered that
HCWs felt strongly that if they stopped working for an agency,
their data should be removed from any AI systems the agency
used. They struggled to conceive of how their data might live on
indefinitely as part of these tools: “I’m no longer working with you.
If you need improvement, use one of your workers” (W11). Instead,
HCWs expected that any data collected about them or their patients
would be responsibly destroyed when a HCWs’ employment ended
or if the patients were no longer receiving services.

For their part, worker advocates reinforced that HCWs should be
able to know if, and how, their data is used by any AI system, and
have the ability to remove it. V2 shared how technology companies
and agencies should “be transparent with people about what is saved
. . . and who has it. If [AI] was collecting information about me, I would
want to know, like, are you going to sell it? Sell my email address

or something, I’d really like to know that.” V1 went further, asking
“Can you burn personal data? Like, wipe it off completely. No record.”

Agency participants are not aware of current data collec-
tion or sharing agreements. In contrast to HCWs, we found
that agency participants, who typically knew more about how AI
worked, were aware that data would be needed to train AI sys-
tems. That said, they were not aware of any current policies or data
agreements between the agencies that purchased AI tools and the
technology companies that developed them:

“Do you know if or to what extent [tech companies]
are using the data to improve their systems? I don’t.
We don’t know the data agreements . . . but they’re not
actually using it to, like, train their systems or those
sorts of things? If they are I wouldn’t know that.” (A2)

Outside of AI tools, agency staff were aware of policies that man-
dated retention of data for compliance and posterity purposes. For
example A8, who works as an agency compliance officer, mentioned
that the current industry expectation is for agencies “to store all
data for at least seven years. It’s just a requirement for us. And so,
whether we have the hard copies or a digital copy in the system, we
have to maintain it.”

Moreover, although agency participants empathized with HCWs
desires to have their data removed from AI systems, they pointed
out that as part of their labor contract, HCWs had consented to
relinquish control over their data:

“I’d like to think that I control my data. I’d like to say,
you know, this is my information about me. However,
there’s fine print everywhere that we don’t read. So when
you’re joining a job and you’re saying, ‘okay, I accept
this offer’, the fine print in that offer, whether stated or
unstated, is that I am agreeing to follow the rules and
regulations, policies, procedures of this company. And
in that is data retention.” (A3)

That said, agency participants expressed concerns about not fully
understanding how data collected by technology companies might
be stored and shared. They were particularly worried about data
leakage, questioning if, and how, their organizations’ data would
be protected from competitors: “There’s a growing concern among
all the licensed providers that use these technologies that the sharing
of information across [agencies] is sensitive . . . especially when they
do things like recruiting as a service. Like, how are you recruiting for
one agency and not the other?” (A2).

Maintaining data accuracy and freshness will be costly and
require substantial human labor. Beyond collecting and using
data to train AI models in the first place, participants worried about
the potential human labor that would be required to ensure the
system keeps generating viable outcomes. Specifically, keeping the
data used by the AI system accurate and up-to-date was viewed as
an immense and potentially costly challenge, especially because,
as V1 put it, “in the healthcare system, we’re all stretched so thin
. . . there isn’t something that exists, unless we create it.” Drawing on
their experience implementing prior, non-AI applications in home
health care, A7 explained:

“All the administrative costs of keeping this up to date.
Who’s monitoring all of this? . . .Hundreds of person
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hours to manually input every single HCW, every single
patient, every single calendar, because people change
hours all the time . . . It’s only as accurate as you make
it . . . there’s thousands of HCWs. There’s only a couple
hundred supervisors. So they have a huge cohort every
day of patients and HCWs. You would need people that
are very tech savvy, and able to pull the right informa-
tion to pull the reports.” (A7)

Participants were aware that such challenges may impact any
technology deployed by their agency, both AI and non-AI, and that
the issues were not necessarily something that could be addressed
by AI systems. They discussed how triaging these issues starts fur-
ther up the operational pipeline and is more related to the agency’s
systems and processes: “When we hear that I’m not going back to
this patient because I’m allergic to cats. That is data entry on our
part. So we’re able to identify [that] it’s not a caregiver, it’s not a
patient, it’s not AI, it’s not the system. It is our own operational issue
of missing something” (A3).

4.3 Opinions on AI trust and safety
Beyond how AI systems might collect, use, and retain data, we were
interested in exploring participants’ trust in AI and their opinions
around its potential impact on their work and lives. Key themes that
emerged from this exploration include: (1) participants perceived
AI to be objective and capable of providing insights beyond human
perception; (2) HCWs did not want to know the technical details
of AI but sought assurances that it operates fairly; (3) participants
were worried that AI could exacerbate existing inequities and create
invisible work for HCWs; and (4) participants believed AI could
introduce new risks for both patients and agencies.

AI is perceived to be objective and may provide insights be-
yond what is perceptible by humans. When we asked partici-
pants if they would trust the decisions made by an AI system, we
found that 20 out of 22 participants had not previously thought
about the need to consider whether an AI tool could be trusted or
not; instead, they assumed that if it delivered results, it could be
trusted. As A6 said, “We’re already using it, so obviously, we trust it.”
However, when we probed further, asking participants how they
would determine if the decisions made by AI tools were the right
ones, A2 responded: “Oh we would have no idea.”

Agency staff further perceived that AI tools would operate fairly,
discussing how AI-driven systems added a layer of objectivity and
visibility to decision making processes. They felt that decisions
made by AI systems seemed more merit-based and free of human
bias: “I think the biggest benefit is that [HCWs] see visibility into
everything that we have available. Rather than them thinking, ‘your
work goes to your favorites and I’m not one of your favorites”’ (A2).

For their part, HCWs saw potential for AI systems to provide
objective evidence of their hard work and professionalism. For
example, seven HCWs expressed that AI-driven systems might
offer their employers greater transparency into what happens in
patients’ homes and might help arbitrate conflicts between patients
and workers: “they would know what’s going on with both the HCW
and the patient. So there’s no miscommunication, making up stories
and stuff like that” (W8). All 11 HCWs stated a willingness to have
their work monitored, expressing confidence that any surveillance

would affirm their professionalism and dedication. As W6 said,
“there’s nothing to hide. I’m there to do my work professionally. So,
even if it records my audio and whatever I say to clients and things
I’m doing, I’m fine with it.”

Agency participants also saw value in AI tools providing seem-
ingly objective evidence of incidents in the home, which could be
helpful for HCWs facing mistreatment from patients or their fam-
ilies: “Being recorded is a bona fide absolute, like as close to gospel
testimony that we’re going to get from someone when they file a com-
plaint or report something about a patient” (A2). Furthermore, agency
participants felt that AI-enabled monitoring systems could help
identify HCWs facing challenges with patients, including abuse,
who might be afraid to report such issues. A1, who is responsible
for addressing client complaints, told us, “[the AI] could also help us
provide more support for workers that are going through challenges
and not voicing their challenges to us.” By providing such support,
participants saw the potential for AI tools to help balance power
asymmetries between patients, workers, and agencies.

We also found that HCWs perceived AI tools might offer benefits
beyond the functionality of currently deployed tools or our fictional
vignettes. For instance, W6 anticipated that an AI tool could provide
feedback on its decisions that could help them learn and improve:

“It would . . . help me to know what to do next. If I wasn’t
chosen in a particular case, I would know the reason
I wasn’t chosen and the next thing to do. What steps
can I take and what can I do to make myself a better
candidate, and to make myself available whenever I
have the next opportunity to be chosen.” (W6)

Agency participants also thought AI tools could offer valuable
insights into on-the-ground situations that might be imperceptible
for humans, such as helping to ameliorate potential blind spots for
overworked shift supervisors:

“For us, more information is better, right? Like having
the ability to process and identify things that maybe
AI would know that we wouldn’t . . .we’re so busy in
the trenches of the day-to-day operations. When we say,
‘hey, you know what? You’ve had six people resign or
leave their patient on this one street.’ And for us, it’s
like, maybe that street is just not safe . . .And I think for
a supervisor, it’s just constant churn and burn. I have
to find another HCW. Not that maybe this area or this
street is unsafe.” (A3)

HCWs do not want to know details of how AI works, but
want assurances it is operating fairly. Although participants
thought AI systems might provide new insights that help HCWs
and agencies, they generally agreed that HCWs would not want
or need to know technical details or the ins and outs of how AI
systems make decisions. In fact, HCWs assumed they would likely
be ill-equipped to understand an AI system’s outcomes and said
they would thus rely on their agency to explain: “I would not be
able to understand what the machine did . . . because it’s not a person
. . . so I would just resort to asking the agency” (W3). In line with
these findings, agency participants were skeptical that HCWs, who
are already overburdened, would want to understand the inner
workings of an AI system:
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“I don’t think that [HCWs] have the interest in under-
standing how the technology works, like if you ask ‘do
you want to know how this works?’ they’ll be like ‘no I
just want to know what it does.’ Don’t tell me more than
I need to know . . . I just want to know that it’s being
distributed in an equitable and a fair way.” (A2)

This quote reflects what we observed from participants, a desire
for HCWs to be assured that decisions made by AI systems are fair
and equitable. HCWs further emphasized that they would want
to know they had been fairly evaluated or considered for work
opportunities: “I just want to know if it considered me” (W8).

AI might exacerbate existing inequities and create invisible
work for HCWs. Participants also recognized the risk that AI sys-
tems might reinforce the current status quo, where HCWs have less
authority and voice compared to other stakeholders. For example,
participants were quick to highlight how HCWs have little con-
trol over their employment conditions. Consequently, if agencies
decided to incorporate AI tools into HCWs’ workflows, workers
would likely have little choice but to comply. W3 stated “if my
agency tells me that we’re going to put the AI in your patient’s home,
I cannot say no. I just go for it and learn how to use it.”

Moreover, participants raised concerns that introducing new AI
systems into HCWs’ workflows might create additional burdens,
such as the need to learn and operate a new technology, trou-
bleshoot problems, coordinate technical support, and handle the
consequences of technical failures. Much of this additional work
might fall into the category of ‘invisible work’ [83, 118], in that it
would likely be additional labor HCWs are expected to perform
that goes unnoticed and uncompensated. Participants highlighted
challenges from previous technology rollouts, such as recent elec-
tronic visit verification systems that require HCWs to clock in and
out using GPS-enforced applications [87]. V1 described:

“I know that HCWs don’t like to be tracked from when
the electronic visit verification went into effect. It was a
really heavy lift to get people to not feel like they were
just being watched all the time. And they don’t trust
it because oftentimes, it’s wrong. It doesn’t go through
right. It messes up their paychecks. So I think there’d be
some concern about, ‘could this AI make a choice that
negatively affects me?”’

HCWs further worried that agencies might not believe them
when conflicts with patients arise: “when the patient’s family says
something about your work, [the agency] believes more in the pa-
tient’s family than you. That’s the problem. And this can happen with
AI” (W2). Participants also stressed that the introduction of any
new technologies or AI tools should be accompanied by training
and communication that enables HCWs to clearly understand the
system’s goals. For example, communication would be needed to
elucidate the system’s goal of ultimately improving patient care,
rather than punishing HCWs’ for poor performance: “We don’t want
to be punitive and I think that’s a lot of the ways that our HCWs feel

. . . it’s really how we communicate and let them know it’s a way for
us to improve care and ensure we’re providing reliable services” (A1).

AI may pose new risks for patients and agencies. In addition
to posing risks for HCWs, participants were also concerned that AI
monitoring tools might present risks for patients if they misinter-
pret nuanced interactions, particularly for those who suffer from
complex conditions such as Alzheimer’s disease or dementia:

“We’ve had HCWs actually call and say, I need to be
removed. Can I step out? He’s [the client] so violent this
morning . . . So you worry that this [AI tool] would actu-
ally be used against the [patient] . . . the family doesn’t
want him to go to a nursing home because he has one
outburst or maybe two . . . You know, because AI has said,
‘oh, you’re a violent man. You’re a violent person.’ Not
that, you know, he’s so exasperated because he wants
to go to the bathroom but doesn’t remember where it
is. So he’s so upset. He doesn’t know what to do. So he
lashes out at the HCW.” (A7)

Agencies were also wary of the risks associated with AI and the
data it collects. Specifically, they worried that a disgruntled patient,
patient’s family, or HCW might be able to cause reputational harm
by, for example, inappropriately sharing sensitive data collected
by an AI system. A2 explained, “there’s got to be a way in which
the agency’s practices are safeguarded . . . I would be worried that
somebody could have a bad experience at an agency and there’s enough
data to for somebody to take that and do a lot of reputational harm.”
In line with these concerns, V1 worried about the amount of data
that might be collected about people and who would keep it and
control it: “the general push back [against AI] . . . at least from the
team that I work with is, this shared personal information, where does
it go? And who finds that out?”

4.4 Accountability for AI’s decisions and
mistakes

Given the potential for AI-driven decisions to have negative conse-
quences for HCWs, patients, and other stakeholders, we explored
participants’ views on accountability for these decisions, including
any errors. Overall, we found a consensus among participants that
while humans should work in collaboration with AI systems, AI is
ultimately just a tool, and humans should be responsible for final
decisions. However, participants had varying perspectives on who
should be held accountable and suffer the resulting consequences
when things go awry. The key themes we uncovered suggest: (1)
mistakes made by AI systems could have negative repercussions
for HCWs; (2) agencies will be held responsible for AI’s mistakes,
but have limited capacity to manage AI; and (3) clinicians and tech-
nology companies may have a role in helping address AI mistakes.

Mistakes made by AI systems could have negative repercus-
sions for HCWs. A common concern among participants was that
HCWs would be the ones to suffer if AI systems make mistakes. At
least five HCWs perceived that they would be blamed for mistakes
made by AI systems. One HCW thought this should be the case,
as they were the ones accepting any suggestions made by AI: “I
think it will be my fault because [the AI system] is only giving me
suggestions and I am the person who decides to do that suggestion or
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not. So I will blame myself” (W9). Other HCWs thought it would
be unfair if they were blamed for mistakes made by AI systems,
worrying that being held accountable might lead to loss of income
and employment: “So now [the AI] makes a mistake and us humans
are getting blamed for their mistake. I’m losing my job, nobody wants
to wanna hire me” (W11).

A7 worried that data collected by AI systems might be used
against HCWs, suggesting a need for legislative protections to safe-
guard them from liability: “Legally, you would worry that it would
be used to prosecute a HCW. You know, families get very indignant
that the HCW is not doing the best job for their family member . . . So
you worry that this would be used against her, make her lose her
livelihood, make her lose her job.”

Rather than attempt to handle mistakes themselves, seven HCWs
said they would seek guidance from their agencies about what to
do if an AI system made an error: “I just gonna let my agency know
that there was a mistake on what the AI is telling me to do . . .And
from there, they will try to see what they can do to solve the problem”
(W3). Agency participants also felt that the correct course of action
would be for HCWs to report disagreements they have with AI
decisions to the agency. Two agency participants repeated some
variation of an internal mantra: “observe, record, and report” (A8)
and believed “it’s [HCWs’] responsibility to communicate with [the
agency] about any discrepancies.” However, HCWs were quick to
point out that when making a report to their agency, the agency’s
default assumption would likely be that the AI decision is correct,
and the burden of proof would fall to HCWs to show otherwise.

Agencies will be held responsible but have limited capacity
to manage AI. Beyond the repercussions for HCWs, both HCWs
and agency participants felt that agencies would be responsible for
decisions made by AI, since they procure and deploy these tools:
“Who’s responsible when you rely on technology? I guess you can blame
the AI but ultimately it’s the agency’s responsibility to ensure these
things don’t happen” (A8). Similar to HCWs, agency participants
worried that the automatic assumption would be that AI decisions
are correct and it would be up to the agency to prove otherwise:

“Things would have to go for review and . . . policies writ-
ten in favor of the provider more than the AI. I worry
that we already have ‘the customer’s always right’, we
don’t need now to have [‘the AI is always right’] and
it’s up to the agency to disprove it. I don’t think that’s
a great way to think about it.” (A7)

Worker advocates also voiced concerns about agencies being
stretched too thin and lacking the capacity to properly manage AI
deployments. For example, when asked who should be responsi-
ble for keeping data safe and secure, V1 responded, “I would not
say agencies. They cannot do anything right. They just don’t have
the capacity. They run at such a small margin . . . there would be no
motivation for them to spend extra money to keep somebody safe.”

Clinicians and technology companies may have a role in AI
accountability. Another suggestion was that clinicians might
be best positioned to arbitrate AI recommendations, since they
presumably knew more about the patient’s plan of care and medical
conditions. W3 suggested, “I think that it’s the nurse’s job. Because

she’s the one who . . .makes the care plan. So she knows what the
patient needs, how to take care of him.”

Finally, participants thought that technology companies should
assume at least some responsibility for the AI systems they create.
Specifically, participants felt that, given their domain expertise,
technology companies were uniquely positioned to appropriately
address issues such as stakeholder training, responsible data ware-
housing, and correcting AI mistakes. W6 explained, “technology
companies work hand in hand to invent AI . . . they know more about
AI . . . so they should be held responsible.” Alternatively, participants
thought an approach that ensures cooperation between home care
agencies and technology companies may be best, given their dif-
ferent roles. To this effect, W11 stated “I think the agency should be
responsible for getting the training from the technology company and
then train their workers.”

4.5 Desires for governance and regulation of AI
in home care work

Finally, we examined participants’ opinions on potential gover-
nance structures for AI in home care work. Key themes show that
participants: (1) want standardized guidance and regulation for AI
tools used in home care settings; and (2) strongly prefer democratic
approaches to AI governance that involve all stakeholders.

Participants want standardized guidance and regulation of
AI in home care work. Home care work, especially for agency-
employed HCWs like those in our study, is a highly-regulated en-
vironment. There are several existing laws that codify important
aspects of home care provision, including HIPAA [7], which pro-
tects patients’ private health information, and compliance with
Electronic Visit Verification [82] that is mandated for Medicaid-
funded services. Similarly, participants saw a need for formal reg-
ulations that codify AI usage guidelines and liability procedures
into law. For example, A8 stated, “I can see policymakers and the
government officials being very involved . . . to ensure that, they’re
[agencies] following all the regulations, all the laws, because it could
be easy to violate HIPAA if you’re not prepared.” Worker advocates
agreed, including V1, who added:

“There should be serious discussions and potential poli-
cies or laws, maybe in the National Labor Relations Act
or the National Labor Relations Board. [AI] can affect
workplaces as well as conditions of work so this [needs
to be] reviewed. People need to be held to a standard and
. . .watch [AI] and constantly review that it’s working as
intended and that negative consequences are addressed
immediately if there are any.”

For their part, HCWs wanted standardized guidance and struc-
tures that clearly established the responsibilities of both AI systems
and HCWs.W6 felt that such structures were essential to ameliorate
any conflicts between AI and human beings: “yeah, there will surely
be a lot of conflicts. It should be managed in the sense that it’s all
about structure. AI should be structured on what specific things to do.
And humans should know what they are supposed to do.”

As part of creating established regulations, worker advocates
stressed the importance of transparent rules and definitions, in-
cluding specifying standards that need to be met and ensuring
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compliance. They also described a need for regulations that allow
HCWs and patients to opt-out of being required to use AI in their
work or to receive care. Knowing that digital technologies may lead
to unintended consequences, participants emphasized the impor-
tance of establishing pathways for people to pursue algorithmic
recourse, especially if they felt an AI system was discriminating
against them:

“I think the regulations should definitely help with defi-
nitions . . . if it’s appropriate to wipe data from the sys-
tem. . . . I think the government should say, ‘well, when
we say ‘wipe the system’ you have to meet this stan-
dard’ . . . I hear about discrimination and AI taking on
the biases we already have. So . . . I would like to ensure
that people have recourse if they feel that the tools are
unfairly discriminating against them.” (V2)

Participants want democratic governance approaches that
involve all stakeholders. In light of participants’ desires for clear
regulations and structures governing AI use in home health care,
we explored their thoughts on who should control decisions, such
as which AI systems are procured and deployed in home care work.
To the best of our participants’ knowledge, agencies currently have
full control over the AI tools that they choose to purchase, with
AI systems not currently differentiated from any other technology
product procured for agency operations. Participants were also
unaware of any processes in place for agencies to assess the trust,
safety, or fairness of AI tools prior to adoption. That said, partic-
ipants mentioned that they were not privy to the details of any
contracts signed or data sharing agreements in place, and thus did
not know if any such agreements existed.

Participants expressed concerns about treating AI the same as
other digital tools. They questioned whether agencies could ade-
quately and safely maintain, manage, and deploy AI systems, and
responsibly handle the data they collect:

“Who is running it? Like, home care agencies have such
high turnover, and it’s not only at the caregiver level,
it’s also at management and coordinator levels, people
don’t stay. I would wonder about their capacity and
their ability to manage something like that.” (V1)

Instead, all 22 participants expressed a desire for more demo-
cratic approaches to AI control and governance. Worker advocates
suggested that worker unions, of which many agency-employed
HCWs are members, would provide a better nexus of control to
ensure workers’ voices are considered. Others, such as HCWs, said:
“I think [all] parties should come on board and decide . . . the policy-
makers, the agencies, the family members . . . they should come on
board to decide and see the opinion of the people” (W5). In general,
participants felt that it would be beneficial for representatives from
all key stakeholder groups to come together and collectively make
decisions, with oversight from government agencies:

“I think it’s a combination, right? I think it’s not just
home care agencies but alsomanaged care organizations
. . . client services . . . nurses . . . I can see policymakers and
government officials being very involved . . . the Depart-
ment of Health, Department of Labor. There should be

some kind of involvement from [government] to ensure
that [agencies] are following all the regulations.” (A8)

5 DISCUSSION
At a high level, our findings suggest that the home care industry is
at a critical juncture with respect to AI deployment. In this section,
we discuss some of the broader challenges facing equitable AI de-
ployment in light of our findings, including concerns about fairness
and discrimination given HCWs’ intersecting identities, the poten-
tial for AI to increase HCWs’ invisible work and isolation, and the
risk of exacerbating existing power asymmetries (Section 5.1). We
then highlight opportunities and challenges for the development of
equitable structures for AI governance in home care (Section 5.2).
Finally, we discuss opportunities to equip frontline workers such as
HCWs with critical AI knowledge via stakeholder-first responsible
AI literacy efforts (Section 5.3).

5.1 Challenges to Equitable AI Development
and Deployment in Home Care Work

Our study shows that AI tools are already integrated into home
care work processes, particularly for tasks like matching HCWs
with patients and work shifts. As participants pointed out, the
potential efficiency gains offered by AI are enormous for home
care, an industry that is increasingly burdened by labor shortages
and growing demands for care [68, 74]. Moreover, we observed
stakeholders assuming that, since these tools demonstrably improve
efficiency for agencies, they are trustworthy, although participants
acknowledged they have no idea if these tools are operating fairly.

These findings are concerning because algorithmic rankers, com-
parable to the system in Vignette 1 (Table 2), can, and often do,
discriminate against people who possess the exact demographic
characteristics of most HCWs in our context [84]: women, people
of color, immigrants, and those with other marginalized identi-
ties [16, 44, 86, 96, 125]. Similarly, research has shown that auto-
mated speech recognition systems, like the tool in Vignette 2, show
disparities in their performance based on race [67], language [13],
and ethnicity-related dialects [123]. While participants saw risks
that AI systems might reinforce the current status quo, they were,
for the most part, unaware of AI’s potential to reproduce racism,
sexism, and other forms of discrimination.

In addition, participants mostly judged the benefits of these de-
ployed tools by the efficiency gains for agencies: being able to fill
shifts or find replacements quickly. Few participants considered
if, or how, these efficiency gains might negatively impact HCWs,
such as by reducing their working hours and thus their income.
This would be especially harmful given that nearly a quarter of
HCWs live below the poverty line [84, 114]. These findings indicate
the need for future research into the design of new AI auditing
structures. Such structures should enable stakeholders in frontline
work contexts—including technology companies, employers, work-
ers, and others—to identify who benefits from potential AI-driven
savings and suggest ways to equitably distribute any benefits.

Our findings also suggest that introducing AI tools into HCWs’
workflows may lead to additional labor for HCWs, who will need
to learn, maintain, and troubleshoot these tools. Much of this may
be “invisible work”, a well-documented structural problem in home
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care [83]. HCWs’ working conditions may amplify these burdens
since HCWs largely operate in isolation [101], meaning there are
no witnesses to vouch for them or to help identify and correct
errors made by AI systems, resulting in workers likely having little
recourse to challenge AI outputs.

Corroborating these findings, prior literature has also shown
how marginalized groups may be required to navigate and correct
flawed AI systems, consuming excessive amounts of time and ex-
acerbating social and economic inequalities [32]. Further, when
existing discrimination is reproduced and amplified by AI systems,
it is likely to be seen as the authoritative, neutral, and objective
product of sophisticated technology [32, 48].

More broadly, our findings reinforce research narratives around
the risks posed by significant power asymmetries between those
with the resources to design and deploy AI systems (technology
companies and agency employers) and those who are tracked,
ranked, and assessed by these systems (HCWs and patients). In
short, research suggests that those who possess less structural
power are most at risk of harm from biased and exclusionary
AI [33, 38, 104, 127].

This literature suggests that, when things go awry, the risks and
liabilities introduced by AI systems are likely to fall on the most vul-
nerable stakeholders: HCWs and patients. Indeed, our participants
felt that mistakes made by AI systems could lead to high-stakes
consequences for HCWs, including loss of income and employment,
a devastating proposal for workers already existing on the margins.
We also heard concerns about how patients might lose their eli-
gibility for home care services or be forced into more restrictive
environments, an outcome antithetical to the values offered by
home care. As we discuss next, these findings clearly point to an
urgent need for new policies and frameworks that actively safe-
guard the interests and livelihoods of vulnerable stakeholders in
the home care ecosystem.

5.2 The Need for Equitable AI Governance
Structures

Our participants vocalized clear desires for established regulations
and operating procedures to ensure equitable and responsible usage
of AI in home care work. Our findings show that current approaches
involve agencies treating AI systems the same as other software
products used for agency operations. However, AI tools have im-
portant differences from conventional computer programs that
follow predetermined instructions. To name a few, their decisions
are non-deterministic, their rationale is opaque, their output lacks
explanation, and they can learn and adapt by identifying patterns
in large amounts of data. These complexities suggest a need for
new regulatory structures that account for AI’s differences from
conventional software solutions.

Outside of home care contexts, AI regulation and governance is
a hotly contested topic. Recent years have seen the introduction of
sweeping policies and guidelines, many of which aim to enshrine
human-centricity as a core tenet for AI governance structures [108].
Examples include the Artificial Intelligence Act (AIA) [3], Ethics
Guidelines for Trustworthy AI [2], and General Data Protection
Regulation (GDPR) [4] in the European Union (EU), along with the
AI Bill of Rights [1] in the United States. By design, these policies

are broad in scope and top-down in nature; they intentionally lack
implementation details needed to operationalize AI governance
mechanisms in industries like home care. However, this means there
are large gaps between the policies available and the immediate
needs of stakeholders in frontline work contexts like home care.

At the same time, current discourse around AI governance oc-
curs largely between highly educated and privileged knowledge
workers. One example is Meta’s “Open Loop”, a consortium of
technology companies and policymakers working to develop gov-
ernance frameworks and discuss regulatory best practices [5]. It is
rare for such debates to include the voices or perspectives of non-
AI experts or working-class people. By contrast, our participants
wanted democratic governance structures that afforded all stake-
holder groups meaningful input in the development of AI policies
that govern their work.

In line with our participants’ preferences, recent scholarship has
called for moving away from hierarchical, top-down AI governance
and decision-making processes to more participatory or collective
approaches [21, 108]. For example, prior work suggests that stake-
holder participation in the development of AI governance structures
could help balance differing interests and lead to more responsi-
ble AI [17, 64, 75], with some viewing participatory approaches
as “essential to understanding and adequately representing the
needs, desires and perspectives of historically marginalized com-
munities” [14], such as HCWs. On the other hand, critiques of par-
ticipatory approaches point out that these methods may impose an
epistemic burden on stakeholders to possess sufficient knowledge
of AI systems [54]. Worse, participation may be co-opted by those
with ulterior motives to claim legitimacy, providing stakeholders
with a false sense of power rather than actual power [9].

Thus, participatory approaches to developing AI governance
structures will need to be constructed with care to ensure they
center problems and potential solutions from the perspectives of
stakeholders who are not only on the margins but whose voices are
critically excluded in current discourse on AI governance [53, 54]
(i.e., patients and HCWs). This will involve establishing long-term,
trusting relationships between stakeholders, developing processes
that carefully account for the burdens and schedules of historically
marginalized groups, and providing inclusive and accessible means
for discussing AI processes, workflows, and implications.

Another intriguing avenue for future exploration of AI gover-
nance structures that aligns well with our participants’ perspec-
tives is the idea of data cooperatives, a type of platform cooperative
characterized by democratic governance, collective ownership, and
equitable data practices [15, 21, 97]. Data cooperatives support the
premise that ordinary people require “political and epistemic power
in order to challenge current algorithmic use and to expand the
field of authority over algorithmic governance beyond legislatures,
courts, agencies, and private industry” [89].

Of course, running a successful data cooperative would require
both resources and capacity — both of which our findings suggest
may be in short supply in home care contexts. Certainly, our par-
ticipants worried that agencies may have neither the capacity nor
the incentives to equitably govern such infrastructure. However, as
our participants noted, the presence of strong worker unions and
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advocacy organizations in home care presents promising opportu-
nities for these groups to play a role in establishing and running
data cooperatives that benefit HCWs.

A key strength of these ideas—both participatory approaches
and data cooperatives—is that they involve stakeholders. We now
discuss a corresponding challenge in pursuing these approaches:
ensuring stakeholders possess the requisite AI knowledge to effec-
tively and responsibly deliberate on AI governance structures.

5.3 The Need for Stakeholder-First AI Literacy
and Education

Our findings show that AI tools are already impacting home care
work processes, highlighting the growing role of AI in this sensitive
work environment. At the same time, we saw worrying discrep-
ancies in AI knowledge among stakeholder groups. Compared to
HCWs, agency participants possessed greater knowledge of AI,
were more aware of ongoing AI implementation, and had a bet-
ter understanding of data usage and retention policies. HCWs, on
the other hand, generally did not understand how AI works, how
their data could be used, or why AI systems might retain their
information.

This lack of critical AI understanding limits HCWs’ abilities
to correctly identify and challenge AI systems. It also hampers
HCWs’ capacity to provide informed consent to participate in the
use of AI systems—as operators of AI tools or as data subjects
who contribute their information. Informed consent means that
“data subjects should have the ability to exercise a real and genuine
choice; consent is ‘specific’ and ‘informed’ when it is intelligible,
referring clearly and precisely to the full scope, purposes, and con-
sequences of the data processing” [4, 49]. This is at odds with our
findings, which suggested that HCWs have little control over their
employment conditions, often having no choice but to comply with
the introduction of new technologies or risk losing their jobs. At the
same time, we saw that many HCWs were willing to learn about AI
and use it in their work, corroborating research in other contexts in
which frontline workers similarly expressed a desire for knowledge
and training around AI literacy [72, 90, 109].

The question, then, is what do HCWs or other frontline workers
need to know about AI to be effective operators of AI tools, able to
meaningfully consent, contest AI decisions, and contribute to par-
ticipatory processes and democratic governance structures (as envi-
sioned in Section 5.2). Drawing on recent scholarship byDomínguez Fi-
garedo and Stoyanovich [42], we see potential for future AI edu-
cation programs for HCWs that incorporate a stakeholder-first
approach to responsible AI literacy. Instead of focusing AI liter-
acy on the technology itself, the stakeholder-first approach shifts
the emphasis from the content to be learned to the contexts in
which AI systems are applied. This approach helps workers better
understand and reason about the implications of AI in their spe-
cific contexts, without requiring programming knowledge [42]. Of
course, AI literacy efforts alone will not fully address the afore-
mentioned structural power imbalances. Nevertheless, improving
epistemic parity among stakeholder groups, particularly HCWs,
may serve as a significant first step toward informed consent and
clearer accountability efforts, enabling more equitable deployment
of AI in these sensitive work contexts.

5.4 Limitations
Our investigation has several limitations. We conducted a small-
scale, qualitative study in one large city in the United States. Further
research is needed to understand how our findings might generalize
to larger samples and other locales, including rural and non-US
settings. Our participants were drawn from three key stakeholder
groups; future work is needed to capture perspectives of other
stakeholders, including patients and families, clinicians, technology
companies, policymakers, and others. Finally, our study has limi-
tations inherent to qualitative interviews, such as potential recall
bias. Further research could utilize ethnographic methods or field
studies to examine real AI deployments in situ.

6 CONCLUSION
As AI is integrated into frontline work across various sectors, it is
crucial to understand its benefits and risks for low-wage frontline
workers, whose voices are seldom heard in discussions about AI’s
impact on their occupations. This paper investigates the implica-
tions of current and near-future AI deployment in home health
care work. We show that AI is already being used in this sensitive
context, resulting in efficiency gains for agencies that may come at
the cost of human care. We highlight several challenges to equitable
AI deployment in home care work, including concerns about fair-
ness and discrimination given HCWs’ intersecting identities, the
potential for AI to increase their invisible work and isolation, and
the risk of exacerbating existing power asymmetries. We discuss
opportunities for developing equitable AI governance structures
and emphasize the need to equip frontline workers, such as HCWs,
with critical AI knowledge via stakeholder-first responsible AI liter-
acy efforts. Lastly, our findings underscore the urgent need for the
HCI community to consider how AI tools can support low-wage
frontline workers—enhancing their work, agency, and power.
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A INTERVIEW PROTOCOL
A.1 Occupational Questions

• What is your job title?
– How long have you been a [INSERT JOB TITLE]?

• Do you use a phone, computer, or other tech devices to do your job?
– Can you tell me more about how you use tech or devices in your
work?

– What apps do you use?

A.2 Understanding of AI
• Have you heard of the term AI or artificial intelligence?

– In your own words, can you explain what you think AI is? Can
you give us some examples?

• Why don’t we go over a quick definition of AI together that way we
are all on the same page:
Let’s think of AI as a computer that can do things that normally
require human intelligence, like making decisions by finding pat-
terns in large amounts of information. For example, have you ever
been recommended to tag specific people in your Facebook pictures?
That is AI recognizing faces and suggesting that you tag your friend.
It learns from user-uploaded pictures to improve its accuracy over
time.

A.3 AI Scenarios
A.3.1 Vignette 1. Imagine Suzie is a home care agency administrator. Her
job is to match and manage multiple home care workers and patients. Her

https://www.sensi.ai/
https://www.bls.gov/ooh/healthcare/home-health-aides-and-personal-care-aides.htm
https://www.bls.gov/ooh/healthcare/home-health-aides-and-personal-care-aides.htm
https://doi.org/10.1145/3313831.3376633


CHI ’25, April 26-May 1, 2025, Yokohama, Japan Solano-Kamaiko et al.

agency recently decided to use an AI tool called PairMe to help her match
home care workers with patients. PairMe looks at a lot of information about
the agency’s business goals, home care workers, and patients. Using all
this information PairMe makes a prediction. PairMe suggests Suzie pair
Mary, a home care worker employed by the agency, with a patient in Upper
Manhattan who was previously working with a different care worker.

Benefits and Risks.

• What do you think could be some potential benefits of an AI shift
matching tool like PairMe?
– For Suzie, the admin?
– For Mary, the worker?
– For patients?
– For the agency? And it’s business goals?

• What do you think could be some potential problems or risks of an
AI shift matching tool like PairMe?
– For Suzie, the admin?
– For Mary, the worker?
– For patients?
– For the agency? And it’s business goals?

Trust and Safety.

• Would you trust AI to do a good job of shift matching?
– What do you think is the most important information the AI

should consider in making its decisions?
• How do you know if this shift matching tool is making the right
decision?
– For example, how would you know it selected the right care
worker and patient match?

– Would it help if the system described its rationale for how it made
a decision? Why or why not?

Data Collection, Retention, and Use.

• Would you be comfortable sharing your information to help this AI
make decisions?
– For example, are you willing to share information such as your

daily commute, qualifications, or language preferences?
– Is there any information that you would be concerned about

giving this AI tool or you think could be misused?
• If your employment were to end, what do you think should happen
with your personal data that the AI system has collected on you?

• If a patient were to pass away, what do you think should happen
with their data? For example, information on their illness, care needs,
home location, or care schedule.

A.3.2 Vignette 2. John has recently been diagnosed with Alzheimer’s Dis-
ease. He needs support throughout the day, yet often resists care, expressing
anger and frustration with his caregiver Maria. John also often does not rec-
ognize Maria. The home care agency that Maria works for recently started
using an AI tool called HearMe to better understand what is happening in
patients’ homes. HearMe uses audio speakers and microphones like Ama-
zon Alexa and mobile phones to record audio in a patient’s home. HearMe
analyzes the audio to detect information like signs of distress, conflict, hap-
piness, or other important information. In this case, HearMe alerted the
agency staff that John is having intense interactions with Maria around the
time she arrives every morning. HearMe also detects that John typically
resists care during the morning but later in the afternoon, he tends to have
more positive interactions with Maria. Based on this information, HearMe
suggests shifting more challenging care activities to the afternoon when
John tends to be less resistant. It also suggests that the agency give Maria
extra training.

Benefits and Risks.

• What do you think could be some potential benefits of an AI moni-
toring tool like HearMe?
– For Maria, the worker?
– For John, the patient?
– For the agency? And it’s business goals?

• What do you think could be some potential problems or risks of an
AI monitoring tool like HearMe?
– For Maria, the worker?
– For John, the patient?
– For the agency? And it’s business goals?

• Would you want an AI monitoring tool like this to be used in your
work? Why or why not?

Trust and Safety.

• Howwould you know if the AI tool is making the right decision? For
example, how would you know that the tool is correctly identifying
conflict?
– Would it be helpful if the system provided information about how

it arrived at a decision? Why or why not?

Data Collection, Retention, and Use.

• Would you be comfortable sharing your information with these
systems? For example, are you willing to let it record and analyze
the audio conversations you have in a patient’s home?
– Can you think of ways that having such audio recordings might

be beneficial for you?
– Can you think of ways that the information recorded could cause

problems for you?
– Is there any information that you would be concerned about

people having access to or that could be misused?
• If your employment were to end, what do you think should happen
with the data the AI system has collected on you?

• If a patient were to pass away, what do you think should happen
with their data? For example, their audio conversations or illnesses
and care needs.

A.4 General Discussion

Accountability.

• Would you trust your own opinion or the AI more?
– Do you think that your agency would agree?

• Would you want the option to opt out of using AI tools in your
work?
– Would you worry about getting “left behind” if you refuse to use
AI tools?

• If you thought an AI system made a mistake, what do you think
should happen?
– For example, say an AI tool made a suggestion about caring for a

patient that you thought was incorrect. What would you do?
– Who should be responsible for the mistake?
– Would you be comfortable reporting these mistakes? Why or why

not?
– How do you think conflicts between AI and humans should be

handled?

Governance.

• Who should have the power to decide if an AI tool is used?
• Who should own or have control of the information collected by AI
systems?

• Who should be responsible for keeping this information safe and
secure?
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• Who should be responsible for training you on these types of AI
systems?

Wrap-up and Demographics.
• Aside from the examples we talked about, have you heard about AI
systems at your job? If so, for what?

• Do you have any other thoughts about AI in home care?
• How old are you?
• What gender do you identify as?
• What’s the highest level of education that you have completed?

– What did you study in school? [If applicable]
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